
Mat-1.3602 Stochastic Analysis.

Exercise 17.4. 2008 Azmoodeh/Valkeila.

1. Let W be a standard Brownian motion and put Yt = eaWt−
1

2
a2t,

where a ∈ IR is a constant. Show that Y is a martingale with
IEYt = 1.

2. Let (M, IF, IP) be a continuous martingale and τ is a stopping
time. Show that for s < t we have

IEIP[Mτ∧tI{τ>s}|Fs] = MsI{τ>s}.

3. Assume that M is a continuous square integrable martingale
and 〈M〉 is a continuous increasing process such that the process
M2 −〈M〉 is a martingale. Let H = α1(s,t](·), where α ∈ Fs and

|α| ≤ 1. Then the process Nt =
∫ t

0
HsdMs is a martingale. What

is the process 〈N, N〉? If K = β1(u,v], where β ∈ Fu and |β| ≤ 1,

then show that
∫ t

0
KsdNs =

∫ t

0
KsHsdMs.

4. [Continuation of Problem 2] Put Lt =
∫ t

0
KsdNs. Prove that

IE

(
∫ ∞

0

KsdNs

)2

= IE

∫ ∞

0

(KsHs)
2
d〈M, M〉s.

What is the process 〈L, L〉?
5. Let M be a continuous square integrable martingale and 〈M〉 is

a continuous increasing process such that the process M2−〈M〉
is a martingale. Let H = α1(s,t](·), where α ∈ Fs and |α| ≤ 1
and K = β1(u,v], where β ∈ Fu and |β| ≤ 1. Let N = H ◦ M

and L = K ◦ M . Compute the process 〈N, L〉. Compute the
expectation IE

(∫ ∞

0
HsdMs

∫ ∞

0
KsdMs

)

in terms of H, K and
〈M, M〉.

6. Let Hn be a sequence of simple predictable processes, |Hn| ≤ 1
and (Hn)∗∞ → 0 in probability, M is a continuous martingale
such that IE〈M, M〉∞ < ∞. Show that

∫ ∞

0
Hn

s dMs → in L2(IP).


