
Mat-1.3602 Stochastic Analysis.

Exercise 27.3. 2008 Azmoodeh/Valkeila.

1.+ 2. Prove Theorem 2.1.:
Let IF be a history, the process X satisfies X ∈ IF and C is

a predictable process.
– If in addition 0 ≤ Cn(ω) ≤ K and X is a supermartingale,

then Y
.
= (C ◦X) is a supermartingale.

– If in addition |Cn(ω)| ≤ K and X is a martingale, then
Y

.
= (C ◦X) is a martingale.

3. let (M, IF, IP) be a martingale, adn τ is a stopping time such
that IP(τ < ∞) = 1. Prove the following corollary of Theorem
2.6:

||Xτ ||p ≤ ||X∗
τ ||p ≤ q||Xτ ||p,

where p > 1 and 1
p

+ 1
q

= 1.

4. Let (X, IP) be a submartingale. Put Yn(Xn−a)+, where a ∈ IR.
SHow that (Y, IF) is also a submartingale.

5. + 6. Let (Xn, Fn), n = 1, . . . , N be a supermartingale and let c > 0
be a constant. Then

cIP(max
n≤N

Xn ≥ c) ≤ IEX1 −
∫

{maxn≤N Xn<c}
XNdIP

≤ IEX1 + IEX−
N .

and

cIP(min
n≤N

Xn ≤ −c) ≤ −
∫

{minn≤N Xn≤−c}
XNdIP ≤ IEX−

N .

To prove these one can use stopping times τ = min{k ≤ N :
Xk ≥ c} and σ = min{k ≤ N : Xk ≤ −c}; in addition we agree
that min{∅} = N .


